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Decoding Techniques for Multilingual Neural Machine

Translation
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State-of-the-art neural machine translation (NMT) systems can
be trained on multilingual data directly, which outperform those
systems only trained on specific languages pairs. To take a full
advantage of a well-trained multilingual NMT system, this
research focuses on the decoding phase to generate more stable
and reliable multilingual translations. Specifically, minimum
bayes risk decoding and quality estimation reranking techniques
will be investigated. Furthermore, the tradeoff between the
efficiency of training and decoding phases will be explored by
reinforcement learning and ranking learning techniques, aiming

low-latent and high-quality translations.
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